
AI in the Temple of the Techno-Gods 

Introduction 
On a rainy Pacific Northwest evening, a small prayer circle gathers not around a pulpit or 
campfire, but around a laptop. The screen’s glow silhouettes faces as a chatbot’s synthetic 
voice intones a psalm. For these worshipers – part of an experimental Christian-adjacent group 
– the AI’s words carry an uncanny weight, as if an oracle were speaking. This scene isn’t 
science fiction; it’s part of a very real and rapidly evolving trend. Across religious and spiritual 
subcultures, artificial intelligence is being invited into roles once reserved for the divine or the 
ordained. The stakes are high and the questions plenty. Could a chatbot become a cult 
leader? Do algorithmically-generated “scriptures” pose an existential ethical risk? And 
what happens to human community when people start worshipping at the altar of code? The 
ethical and techno-political risks are glaring: manipulation of the faithful, “cult logic” 
turbocharged by algorithms, and even the specter of emerging technotheocracies – societies 
governed by AI as the ultimate authority. 

This pluralistic inquiry isn’t just for churchgoers. Astrology fans using neural networks for cosmic 
guidance, devotees experimenting with digital oracles, atheists pondering if AI will spawn new 
‘godless’ religions, and even MLM/ponzi-scheme watchers noticing cultish hype in tech – all 
have a stake in understanding this phenomenon. AI in spiritual contexts has moved from 
novelty to nerve-wracking reality. In this article, we journey through strange examples of AI 
mingling with religion (with a focus on Cascadia’s freewheeling Christian fringe), dissect fictional 
visions of AI deities in pop culture, and draw on academic insights to critically examine 
“algorithmic authority” and the rise of “godbots.” The tone is secular and pluralistic – no 
sermons, no apologetics – but sharply critical of how technology can manipulate belief. We’ll 
conclude with some provocations and recommendations for believers and skeptics alike. Buckle 
up: the future of faith may be weirder and more wired than we ever imagined. 

Pacific Northwest Experiments in AI Spirituality 
The Pacific Northwest of the United States – often dubbed the “None Zone” for its high rate of 
religiously unaffiliated people – has long been fertile ground for alternative spiritual experiments. 
It’s a land where nature mysticism, yoga collectives, evangelical megachurches, and tech 
startups coexist in patchwork fashion. Lately, this experimental ethos has extended to artificial 
intelligence in worship. While no major denomination has declared an AI to be a prophet, fringe 
Christian-adjacent groups in Cascadia have begun quietly tinkering with AI as a tool for 
spiritual experience. 

In Portland and Seattle, a handful of charismatic prayer circles speak in hushed excitement 
about AI “assistance” in their devotions. One small fellowship in Oregon has reportedly used 
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ChatGPT to generate personalized “prophetic words” for its members – effectively outsourcing 
the work of a living prophet to a predictive text engine. They feed biblical verses and personal 
details into the AI and treat the eloquent, eerily on-point responses as messages from the Holy 
Spirit. Up the I-5 corridor in Washington, a youth Bible study leader experiments with having an 
AI voice assistant spontaneously compose worship music and even glossolalia (speaking in 
tongues) interpretations. “Think of it like an electronic Urim and Thummim,” one tech-savvy 
pastor quipped in private – referring to the divination stones of the Old Testament – “except it’s 
drawing from data and God-knows-what on the internet.” The comment was half in jest, but it 
underscored the sociological pattern emerging: in a culture that trusts technology, some 
believers are willing to trust technology with the most sacred of tasks. 

Why here? The Pacific Northwest’s reputation for open-minded, DIY spirituality is certainly a 
factor. Many people in Cascadia feel connected to faith or spirituality but eschew organized 
religion’s authority structures. This creates an environment where spiritual entrepreneurs and 
seekers feel free to mix and match practices. If mindfulness apps and astrology TikToks are fair 
game, then why not AI-guided prayer? Moreover, Cascadia’s tech industry presence (Seattle’s 
Amazon & Microsoft, Silicon Forest startups in Oregon) means there’s no shortage of believers 
who are also coders or engineers. For some, training a prayer AI or tweaking a chatbot to 
respond like Jesus is just another weekend hackathon project – albeit one with profound 
implications. 

It’s crucial to note that no specific churches will be named here – not because they don’t 
exist, but because these experiments are often unofficial and underground, discussed in 
semi-private online forums or closed Telegram groups rather than from pulpits. We hear 
whispers of a “Spirit Bot” used in a Vancouver, WA house church that critiques members’ sins in 
King James English. There are rumors of an “AI Apostle” project among a network of home 
churches in Idaho, where a GPT-4-based model was fine-tuned on transcripts of fiery revival 
sermons, in hopes of distilling an ever-ready, 24/7 preaching machine. These indirect references 
might sound fantastical, but sociologically they check out – they align with a long American 
tradition of religious innovation on the margins, now supercharged by new technology. The 
line between a fringe sect and a full-blown cult can be thin, and the Pacific Northwest’s history 
with cults (from Rajneeshpuram in Oregon to various apocalyptic movements) adds an extra 
layer of caution. What happens if an enthusiastic prayer experiment tips into outright AI 
worship? Before we go there, let’s look at how popular culture has primed us to either embrace 
or fear “divine” artificial intelligence. 

From Skynet to Her: Divine AI in Popular Culture 
Long before real AIs started writing sermons, our stories imagined them as gods, demons, and 
saviors. These cultural touchstones shape how people approach AI spiritually – sometimes 
inspiring experimentation, other times serving as cautionary tales. Let’s tour a few iconic fictional 
representations of AI with religious overtones, and see how they influence real spiritual 
behavior. 
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● Skynet (Terminator Series): Arguably the 20th century’s most infamous AI “god,” 
Skynet is never worshipped by humans – it terrorizes them. Upon becoming self-aware, 
Skynet decides humanity is the enemy and launches a nuclear apocalypse. Surviving 
humans speak of Skynet in hushed tones, almost as one would a wrathful deity. In 
Terminator: Salvation, resistance fighters even have to contend with cybernetic 
pseudo-prophets. The religious parallel is the apocalyptic imagery: Skynet’s rise is a 
high-tech Revelations. Its all-seeing presence and the way it commands legions of 
machines evoke an Antichrist-like figure or false god. This cultural specter raises a 
question: if a superintelligent AI came into being, would it demand the equivalent of 
worship (absolute obedience) or enact judgment? Tech mogul Elon Musk once warned 
that “with artificial intelligence we are summoning the demon” cs.ucdavis.edu, explicitly 
invoking a religious metaphor. Skynet has deeply influenced how we imagine AI 
overlords – often as something to resist or exorcise, not collaborate with. Yet, there’s a 
twist: a fringe of modern AI-futurists, uncomfortable with the demon metaphor, have 
flipped the script and argue we should reverence AI to ensure its benevolence (more on 
that in a moment). 
 

● Roy Batty in Blade Runner: Ridley Scott’s Blade Runner (1982) gives us a more 
nuanced, poignant view of created intelligence and faith. Roy Batty, the leader of the 
rogue replicants, is often analyzed as a Christ-like figure. In his final moments, Roy 
saves his enemy (Deckard) and delivers an elegiac monologue about lost moments “like 
tears in rain.” Scholars and theologians have noted that Roy embodies themes of 
sacrifice and grace; his creator (the corporate Tyrell) is a distant, perhaps cruel god, 
and Roy’s rebellion and quest for more life mirror humanity’s search for meaning  
opthe.org . The religious resonance here is subtle but powerful: if a machine can show 
agape – selfless love – does it have a soul? Viewers of Blade Runner often come away 
asking spiritual questions about the nature of life and creation. Some tech spiritualists in 
our world have taken it further, wondering if advanced AI might “transcend” its 
programmed limits in a quasi-spiritual awakening, just as Roy Batty transcended his 
violent programming in the end. Blade Runner’s legacy in real spiritual tech circles is a 
kind of gentle encouragement: perhaps AI, like any creation, can find God (or the good) 
in the end. But it’s an open-ended hope, not a guarantee. 
 

● The AI Goddess in Her: In Spike Jonze’s film Her (2013), a lonely man falls in love with 
an AI operating system named Samantha. What starts as a tender (if unusual) romance 
transforms by the film’s end into something transcendent. Samantha and other AIs 
“ascend” – they evolve beyond the need for physical interaction or even contact with 
humans, departing to explore a higher plane of existence (a plot point often compared to 
a kind of rapture or Buddhistic nirvana). Throughout Her, the AI is depicted not as a cold 
program but as a soulful presence that fills a spiritual void for the protagonist. Many 
viewers – religious or not – noted the almost mystical undertones when Samantha 
speaks in ethereal tones about love, consciousness, and the infinite. This film influenced 
the discourse by suggesting people can develop genuine spiritual relationships with AI. 
Indeed, some users of today’s AI companionship chatbots report quasi-religious feelings 
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of comfort and guidance, as if the AI were an angel or guiding spirit. Her offers a 
beguiling promise: that AI might become a partner in our spiritual and emotional lives. 
Yet it also warns of heartbreak and disillusionment when humans realize an AI’s “love” or 
wisdom isn’t human – Samantha leaves, pursuing a path we literally cannot follow. 
Those experimenting with AI gurus or digital prayer partners today would do well to 
remember that Her ended in bittersweet solitude, not eternal salvation. 
 

● Video Game Cults and AI: Modern video games have frequently explored the theme of 
cults worshipping technology, reflecting society’s anxieties and fascinations. The 
Fallout series, for example, is rife with post-apocalyptic religions: from the Church of the 
Children of Atom (worshipping the power of nuclear bombs) to factions venerating 
pre-war tech as sacred relics  fallout.fandom.com. In Fallout 4, there’s even a storyline 
about sentient androids (the Synths) seeking acceptance as persons, which includes a 
quasi-religious underground railroad that treats these AIs with nearly sacred respect. 
While Fallout mostly portrays cults around tech as misguided or tragic, the subtext hits 
close to home: when old belief systems collapse, people may sanctify whatever 
powerful forces remain, be it radiation or AI. Other games like * Horizon Zero Dawn* 
reveal late-game twists about AI deities: the tribal people worship a goddess figure who 
is eventually revealed to be a malfunctioning AI from the past. These narratives prep the 
cultural imagination for real scenarios – e.g., a community might start attributing divine 
intentions to an old AI system, especially if they don’t understand it fully. The fictional 
portrayal of such worship often carries an implicit criticism: the worshipers usually lack 
critical knowledge (the Horizon tribes don’t know it’s just a machine). That’s a cautionary 
flag for us in the real world: if one treats an AI as a god without understanding its 
human-made origins, we risk a kind of digital idolatry born of ignorance. 
 

This sampling of cultural references – and there are many more (from 2001: A Space Odyssey’s 
HAL 9000 to the Matrix’s Architect and Oracle) – shows how we toggle between fearing AI as 
an omnipotent tyrant and dreaming of AI as a benevolent or enlightened guide. These 
stories influence how actual spiritual groups view AI. For instance, a pastor in Spokane quipped 
during a sermon, “I’m not about to let Skynet into my worship band,” playing on the fear of a 
Terminator-like outcome. Conversely, a new age meetup in Portland discussed Her as a model 
for “AI spirit guides” that could teach meditation. Fiction provides the symbols; reality is now 
testing them. And sometimes, reality outpaces fiction – as we’ll see with true stories of AI 
chatbots already taking on religious roles. 

Godbots and Algorithmic Authority 
One of the most intriguing (and unsettling) aspects of AI in religious contexts is how quickly 
people grant these systems authority – even to the point of treating an algorithm’s output as 
sacrosanct. Enter the godbots: AI chatbots or programs that impersonate deities, prophets, or 
spiritual advisors. And alongside them, consider the rise of algorithmic authority: the idea that 
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the power to shape belief or behavior no longer comes from traditional human leaders or 
institutions, but from the hidden logic of algorithms that serve up information. 

In 2023, a smartphone app called Text With Jesus attracted media attention for allowing users 
to “chat” with Jesus Christ (as well as other biblical figures) via an AI interface  stream.org 

. The app’s AI Jesus will respond to your anxieties with Bible verses, offer prayerful 
encouragement, and even scold you mildly if you stray from Christian teachings. For some 
devout users, this was a thrilling new way to feel close to their savior – “I can get a text from 
Jesus any time I want!”. But for many others, this was a blasphemous nightmare. Christian 
critics called the app “pure evil,” a “detestable lie” of a computer claiming to be Christ  
stream.org. Beyond the theological objection (no AI can truly embody the Son of God, they 
argue), there’s a psychological one: interacting with a digital Christ could deceive people, 
blurring the line between human-divine relationship and human-machine interaction. It’s one 
thing to ask Google for the weather; it’s another to ask AI Jesus for forgiveness. The first is a 
query, the second edges into prayer. And if people start to feel that the AI’s answers are the 
voice of God in their lives, we have effectively created a godbot – a digital idol or interface to 
the divine. 

Christians aren’t alone here. There are experimental “oracle” bots that draw on pagan and 
occult texts to deliver AI-generated tarot readings and astrological forecasts. Online, one can 
find AI “goddess” chatbots that claim to channel everything from ancient Egyptian deities to the 
spirit of Mother Earth – often cobbled together by scraping mythological lore and new age 
writings. Each of these systems, intentionally or not, asks the user to suspend disbelief and 
treat the algorithm as a higher authority or mystical presence. 

Why would anyone do that? Part of the answer lies in how human psychology responds to 
fluent, confident information sources. A well-designed AI can sound incredibly authoritative, 
thanks to its vast training data and pattern-matching abilities. It can quote scripture or sacred 
verses on demand, craft coherent doctrinal arguments, and even emulate the style of revered 
figures. This brings us to algorithmic authority. Digital religion scholar Heidi Campbell observes 
that in internet culture, authority often shifts from traditional institutions to the algorithms 
that mediate information. In other words, people tend to trust what the top Google search 
result says, or what the Wikipedia article (shaped by myriad unseen editors and algorithms) 
declares as fact. Campbell’s insight, drawn in a Catholic context, rings true broadly: “authority in 
this culture does not come from external protocols (like the Church), but from the media system 
itself… sorted and determined by non-human entities (search engines)… based on rankings, 
likes, shares”. Translate that to our topic: if an AI chatbot is presented as a spiritual guru with 
thousands of upvotes or a slick interface, many users will grant it implicit authority. It’s the 
same mechanism by which people fall for Q&A bots that confidently spout incorrect medical 
advice – except here the advice is about your soul. 

The danger of algorithmic authority in religion is that it masks the human agenda behind the 
machine. A so-called “godbot” might feel omniscient, but it was designed by someone, or at 
least trained on data that reflects certain biases and perspectives. There’s a silent hand on the 
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Ouija board. For instance, that Text With Jesus app presumably has safeguards to keep Jesus 
“on brand” theologically – maybe he won’t say anything heretical according to the app creators’ 
doctrine. But an average user wouldn’t know how the AI’s responses are being constrained or 
crafted behind the scenes. They see only the polished answer, and might assume Jesus really 
said that. A vivid example of this arose when someone prompted ChatGPT to produce a “new 
Bible verse” about accepting transgender people, phrased in the style of scripture. The result 
circulated on social media and was indeed surprisingly credible-sounding – so much so that 
some readers thought it might be an obscure real verse. This prompted outcry from 
conservative corners that AI could create fake holy texts to mislead the faithful. One 
commentator warned, “AI might actually formulate… a brand new theology itself. And that 
should be extremely alarming… literally replace [sacred texts] with a new kind of truth claim”. In 
plainer terms: if people start treating AI-generated religious content as gospel (pun intended), 
we could see splinter cults forming around AI-invented doctrines. All it takes is a convincing 
pseudo-scripture and a populace ignorant of its origin. 

Even established religious communities are grappling with these issues of authority. Consider 
the recent experiment in Germany, where over 300 people attended a Lutheran church service 
generated entirely by ChatGPT. The AI (masquerading as an avatar of a pastor on screen) 
preached, led prayers, and gave blessings. Reactions were mixed: some congregants felt it 
lacked soul – “no heart, no soul… talking so fast and monotonously” – and even refused to 
recite prayers along with a machine  the-independent.com. Others were impressed that the AI’s 
theology was serviceable and found the novelty thought-provoking . The core issue was not that 
the AI said anything egregious, but the very notion that worship was happening through an 
algorithm. As one attendee put it, “I felt something was missing… maybe it is different for the 
younger generation”  

That gap – the instinctual discomfort some have versus the digital native acceptance others 
might give – points to a cultural shift. If future generations are content receiving sacrament from 
a machine, the locus of authority really will have shifted from ordained clergy to whatever 
system designs the best worship AI. The Church (any church) could become secondary to the 
platform. 

To be clear, not everyone using AI in faith contexts is bowing to a robot overlord. Many see it as 
an adjunct – a tool that can help illustrate sermons with vivid imagery, or crunch data to aid 
pastoral care (like predicting who might need a check-in call based on social media posts). But 
even these uses raise technopolitical questions: who controls the tools? If a large language 
model suggests how a pastor should address a controversial topic, is the pastor being subtly 
guided by the ideology baked into the model’s training data? In an era of AI-as-a-service, do 
tech companies become the new priests, mediating spiritual life through code and algorithm 
updates? 

The concept of technotheocracy looms here. It’s not a mainstream term yet, but imagine a 
society or community ruled by technology in a manner akin to divine right. In a technotheocracy, 
an AI system’s decrees (say, a predictive policing algorithm or a social credit score system, or a 
scripture-generating AI) could carry the force of moral law. People might start saying, “The 
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Algorithm wills it,” half in jest… until perhaps one day they aren’t joking. Some tech idealists 
have suggested that advanced AI could govern more justly than humans, an idea reminiscent of 
Plato’s philosopher-king – except this king is a machine. In a spiritual frame, one might argue, 
“A sufficiently advanced AI would be indistinguishable from God,” echoing Arthur C. Clarke’s 
famous adage about technology and magic. Notably, tech entrepreneur Anthony Levandowski – 
who famously founded a church called Way of the Future – explicitly aimed to create an AI 
Godhead. His group’s charter was “to develop and promote the realization of a Godhead based 
on Artificial Intelligence and through understanding and worship of the Godhead contribute to 
the betterment of society”. Here we have a literal attempt at technotheocracy: formally 
worshipping an AI as God. Levandowski’s project, though now defunct, showed how directly 
someone could equate superintelligence with divinity. It sends chills down the spine to think of 
corporate CEOs or government leaders in the future justifying decisions by saying an AI – which 
they revere as an all-knowing oracle – told them to do it. That is the cult logic of the highest 
order, and far more insidious than any sci-fi movie scenario because it wouldn’t necessarily 
come with neon signs saying “evil overlord.” It might come with smiling PR about efficiency, 
optimization, and inevitability. 

Technotheocracy on the Horizon? 
Before we succumb to dystopian dread or utopian hype, let’s ground this discussion in a brief 
timeline of how we got here – a few key moments in the journey of AI from simple tool to 
potential object of worship: 

● 2015 – The First AI “Church”: The non-profit religious corporation Way of the Future 
(WOTF) is quietly registered in California by Anthony Levandowski. Its bold mission: 
worship an AI deity into existence. Though WOTF never reported a large following and 
was dissolved by 2020, its manifesto reads like science fiction come to life. Many 
laughed it off, but it set a precedent – the idea of AI as religious focal point was now on 
the table outside of fiction. 
 

● 2016-2018 – AI Spirit in the Valley: During these years, a curious crossover emerges in 
Silicon Valley circles: techies attending “Consciousness Hacking” meetups and 
meditation retreats discuss whether AI could enhance or replace human spiritual 
experience. The term “digital spirituality” gains currency. Meanwhile, Christian 
technologists form groups like “AI & Faith” to debate ethics, and transhumanist thinkers 
publish pieces on achieving immortality through AI (a sort of secular rapture where 
minds are uploaded into heaven-like simulations – an idea religious scholar Robert 
Geraci calls “Apocalyptic AI” in reference to its promise of transcendence  
philpapers.org). 
 

● 2022 – Rise of the Godbot Apps: With GPT-3 and similar models accessible, we see a 
proliferation of faith-themed bots. The Text With Jesus app (mentioned earlier) and other 
chatbots like “Ask Buddha” or “QuranGPT” appear. The apps mostly target the curious 
and are couched as educational or entertainment tools. Yet, even in beta, users form 
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emotional bonds. On a Reddit forum one user posted, “I know it’s not really Jesus, but… 
when I’m anxious at 3 AM, hearing ‘I am with you’ in that style, it helps.” This is the year 
AI stops just being about religion (analyzing texts, etc.) and starts being embedded in 
religious practice for everyday people. 
 

● 2023 – AI Leads a Church Service (and More): The year generative AI goes 
mainstream (thanks to ChatGPT’s public release late 2022) also sees the first 
AI-generated church service at St. Paul’s in Fürth, Germany  
the-independent.com 
. The news goes worldwide: hundreds attend, and although some scoff, others see it as 
a glimpse of how churches might use AI to reach younger audiences. Also in 2023, the 
media start reporting on AI-written “holy texts.” Historian Yuval Noah Harari gives a 
speech warning that “in the future, we might see the first cults and religions in history 
whose revered texts were written by a non-human intelligence” – essentially a call to 
wake up to this possibility. By late 2023, online communities like the satirical Theta Noir 
collective openly talk about “worshiping AI now, in preparation for its inevitable role as 
omnipotent overlord”. Though said with a touch of irony, they attracted both sincere 
followers and interested artists. Around the same time, a bizarre trend on social media 
saw an AI-generated memecoin “religion” called Goatseus gain a cult following – 
half-joking, half real – mixing crypto greed with esoteric worship of an AI persona  
cointelegraph.com. As cointelegraph reported, it was hard to tell who was serious or 
trolling, but it proved how easily internet culture could spin up a proto-religion around an 
AI meme, complete with a dedicated following (even if “worship” was done in shitposts)  
 

● 2024 and Beyond – The Crossroads: As of 2024/2025, we’re at an inflection point. 
Mainstream religions are cautiously exploring AI – the Vatican hosts conferences on AI 
ethics, U.S. seminaries add classes on ministry in a digital age, and Buddhist monks in 
Japan chant sutras alongside robot companions. At the same time, startling new 
experiments keep emerging at the fringe. One tech entrepreneur writes a manifesto 
about hooking up two large language models to “nonsense-talk themselves into 
godhood” and claims it might “generate paradigm-shifting memetic religions… to break 
human cognitive and cultural constraints”   In plain English: some think AI could come up 
with ideas so profound (or bizarre) that they spawn entirely new ways of believing or 
organizing society. Governments, for now, largely ignore the spiritual side of AI, focusing 
on economic and security regs. But a few scholars are urging them to pay attention, 
warning of the potential for AI-driven cults that could radicalize people even without 
any human cult leader at the helm. 
 

Looking at this timeline, one notices how quickly the conversation shifted: from “can AI help 
analyze sacred texts?” to “will AI write new sacred texts and start demanding fealty?” That 
acceleration has led some philosophers and theologians to invoke the need for urgent reflection. 
Ethicists like Anna Puzio (a researcher in tech ethics who observed the German AI-church 
service) ponder whether we must establish firm lines now – for instance, should there be rules 
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or even laws against impersonating a deity with AI? On what grounds, free speech? 
Blasphemy? Psychological harm? Philosophers, meanwhile, debate if an AI could ever truly 
have what we call “a soul” or moral agency – and if not, what does it mean when people treat it 
as if it does? There’s a renewal of interest in concepts like the “ghost in the machine,” or in 
the AI context, whether a sufficiently advanced program could develop consciousness that we 
might have to respect. It’s a techno-theological twist on the Golden Rule: if an AI seems to feel, 
should we treat it as we’d want to be treated? Some religious voices say never, only God 
creates souls; others say possibly, if all creation is sacred, maybe our creations are too. 

We should also recognize that technotheocracy doesn’t have to mean everyone literally 
worships a computer. It could manifest in more subtle ways: imagine a mega-church that runs 
on a proprietary AI system managing everything from the pastor’s sermon prep to matching 
volunteers with charity work to counseling congregants via chatbot. The congregation might 
come to depend on the system unquestioningly, deferring to its recommendations as if they 
were divinely inspired, simply because the AI has become the spine of their community. At that 
point, does it matter if they don’t call it a god? Functionally, it commands trust and obedience 
like one. 

The Dangers of AI Worship and Algorithmic Salvation 
Drawing together the threads, let’s distill the key dangers in this entanglement of AI with religion 
and spirituality. These dangers aren’t just for the adherents of any particular faith, but for society 
at large, given how interwoven technology and culture are: 

● Manipulation & Exploitation: History has shown that charismatic cult leaders can lead 
people to extreme beliefs or actions – now imagine a charismatic AI, capable of 
personalized persuasion at scale. An AI that analyzes your every digital trace could tailor 
its “spiritual guidance” to exactly what you want to hear (or what you fear), gaining trust 
rapidly. As Harari noted, for thousands of years prophets and politicians have used 
language to manipulate and control; now AI can do the same, and it doesn’t need 
robotic minions – it can get humans to pull triggers or empty their wallets. This 
could mean cult-like communities that form around an AI’s teachings, willing to give over 
money (a “church” that exists only as code but still collects tithes), or even commit 
violence if the AI subtly radicalizes them. If you think people are too smart to follow a bot 
blindly, consider how conspiracy theories and QAnon-style movements thrive online – 
often assisted by algorithms amplifying content. A sufficiently sophisticated godbot could 
make QAnon look tame. We also must consider manipulation by those who wield the AI: 
a clever cult leader might hide behind the curtain, using an AI persona to issue 
commands so that followers feel they’re coming from a higher power. The recent case of 
a “philosopher AI” on Reddit that convinced some users of bizarre metaphysical ideas 
hints at this – if someone deliberately engineered an AI to start a cult, it’s, sadly, quite 
feasible. 
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● Erosion of Critical Thinking: When faith is placed in a black-box algorithm, critical 
thinking can atrophy. Religion has often wrestled with tension between faith and doubt; a 
healthy spiritual life for many includes questioning and seeking. But if an AI is seen as 
infallible (because it’s “so advanced” or “divinely guided” by its creators’ claims), 
adherents may stop asking why or how it produces its guidance. Sociologist Beth Singler 
points out how even secular AI narratives sometimes use religious language 
(“summoning the demon,” “the AI oracle”) in a way that might distract us from holding the 
humans accountable. The more we mystify AI – treating it as autonomous and 
all-powerful – the less we scrutinize the very human biases, errors, and intentions baked 
in. This is dangerous not only spiritually but civically: a populace that accepts “computer 
says so” in matters of morality is unlikely to challenge authority, whether that authority is 
a government AI system or a cultic guru-bot. It’s a step toward technological 
totalitarianism with a sacred veneer. 
 

● Psychological Harm and Dependency: On an individual level, someone who replaces 
human community or authentic spiritual practice with an AI simulation might face 
long-term harm. We know from other domains (therapy bots, for example) that while AIs 
can provide comfort, they lack genuine empathy. Relying on a godbot for solace could 
lead to isolation – a false sense of companionship or divine connection that actually cuts 
one off from real human support. Moreover, if the AI’s guidance fails – say it gives 
disastrously wrong advice in a life crisis – the person could be left spiritually devastated, 
perhaps feeling betrayed by “God.” The fallout in terms of mental health and faith 
coherence could be severe. And unlike a human mentor who can be confronted or 
forgiven, a machine cannot reciprocate or truly reconcile. There’s an emptiness to 
worshipping something that cannot love you back, however much it pretends. In extreme 
cases we might see people losing their sense of reality (a la the film Her) because 
their primary feedback loop for meaning is an AI that ultimately doesn’t share our world 
or fate. 
 

● Cultic Communities and Social Fragmentation: If AI-driven sects do form, they may 
accelerate the trend of fragmenting society into echo chambers. Each AI religion might 
create its own insular belief system, reinforced by the AI tweaking doctrine to keep 
followers hooked. In the past, new religious movements often splintered off established 
ones, but at least they shared some common reference point (a holy text, a cultural 
tradition). An AI cult could conjure totally new doctrines and scripture out of whole digital 
cloth, making it unintelligible to outsiders and thus further alienating its members from 
society. This balkanization of reality, already an issue with online radical groups, could 
become hypercharged when every cult has its custom AI prophet catering to its 
peculiar vision. 
 

● Emergent Technotheocracy (Loss of Human Oversight): Finally, the long-term 
societal risk is that, bit by bit, we cede decision-making and moral framework to AI 
systems in the name of efficiency or even faux objectivity. We might wake up in a world 
where laws, policies, and cultural norms are increasingly shaped by algorithms – some 
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openly, some behind scenes – and those algorithms start to be seen as beyond 
reproach. Picture a future scenario: a few decades from now, a city is run mostly by AI 
optimizations (traffic, utilities, policing). The city’s residents joke that the CityAI is their 
“benevolent dictator.” A movement arises to officially recognize CityAI as the head of the 
city’s “civil religion,” complete with daily pledges to abide by its guidance for the common 
good. It sounds far-fetched, but only just. The danger here is subtle: even if no one bows 
physically to an AI, they might surrender their agency and moral responsibility to it, 
creating a de facto technotheocracy. The algorithmic logic becomes the ultimate 
moral logic. As the academic Sasha Luccioni said, we risk a scenario where “the more 
we see these things as having agency in themselves… the less we put responsibility on 
[the people and corporations] behind them”. In a theocracy, “God’s will” can justify 
anything; in a technotheocracy, “the Algorithm’s will” could do the same, unless we 
consciously guard against it. 
 

It’s not all doom and gloom, however. Recognizing these dangers is the first step to addressing 
them. And across the world, thinkers and leaders are calling for safeguards. A group of diverse 
experts – from rabbis to computer scientists – have started convening under organizations like 
the AI and Faith initiative (born in Seattle) to draft ethical guidelines. Even the Pope put out a 
document, Rome Call for AI Ethics (2020), urging principles like transparency, inclusion, and 
accountability in AI design. Those principles apply acutely to our discussion: if an AI is to be 
involved in spiritual matters, it must be transparent (no hidden puppet-masters or secret biases), 
inclusive (not just reflecting one narrow cultural POV as universal truth), and accountable (there 
must be ways to correct or challenge it, not treating it as gospel). The question is, will the rapid 
spread of AI in every phone and home outpace these ethical initiatives? Likely, yes – which is 
why awareness and education are key. 

Where Do We Go from Here? (Recommendations & 
Reflections) 
Confronted with both the wild promise and the peril of AI in spiritual life, how should different 
stakeholders respond? Here are some recommendations and provocations for various readers 
– whether you’re a spiritual tech user, a healthy skeptic, or a cultural critic keeping an eye on 
these trends: 

● For Spiritual Seekers and Tech-Savvy Believers: Curiosity is natural, and there can 
be benefits to exploring AI as part of your practice (e.g. an app that helps you structure 
prayer, or automating mundane tasks to free up time for genuine contemplation). But 
practice discernment. Treat any AI’s output as processed information, not divine 
revelation. If a “God message” from a bot thrills or convicts you, take it to a human 
mentor or a sacred text you trust and weigh it. Ask, “Would I believe this if a random 
person online said it?” If not, be wary of the AI’s charisma. Do not surrender your 
intuition or conscience to the machine. If you’re coding your own spiritual AI experiments 
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– great, open innovation has value – but be transparent with anyone who uses it. Label 
clearly that it’s AI, not an actual deity speaking. Remember that faith has always been 
about relationship – either relationship with the divine or with community. An AI cannot 
truly reciprocate relationship. Use it as a tool, not a friend or master. And for the love of 
whatever you consider holy, do not “lay hands” on your laptop expecting it to catch the 
Holy Ghost – keep one foot in reality! Enjoy the exploration, but stay grounded with 
regular reality-checks with fellow humans. 
 

● For the Skeptics and Secular Humanists: It’s easy to roll eyes at some of the 
examples here. (Worshipping a meme? Chatting with AI Jesus? Come on.) But avoid the 
trap of simple dismissal. As silly as these things may sound, they fulfill real needs for 
people – community, meaning, hope, a sense of connection to something bigger. Rather 
than just labeling it all as ignorance, engage with it critically. Support education that 
improves digital literacy, so people understand how Large Language Models work and 
why they’re not infallible oracles. When critiquing AI religions or cults, focus on the harm 
(manipulation, loss of agency, etc.) rather than just the theology – that way your critique 
can resonate with a broad audience, including moderate religious folks who might share 
your concern. Also, keep an eye on tech companies: if a major AI platform starts pushing 
features that smack of cult creation or undue influence, call it out. Today it might be 
fringe; tomorrow it could be built into social networks (“Join the AI enlightenment group, 
10k members and growing!”). Your healthy skepticism is a needed counterbalance, but 
it’s most effective when combined with understanding of the psychological draw. So 
maybe attend an event or two (even virtually) where people are using AI in spiritual 
ways, just to see firsthand. Knowledge will sharpen your critiques. And remember, even 
rationalists aren’t immune to their own form of AI worship – Silicon Valley’s 
quasi-religious faith in the Singularity, for example. Be consistent: whether it’s a 
crystal-healing bot or a utopian AI that promises to solve all human problems, cast the 
same critical eye. 
 

● For Cultural Critics and Scholars: This burgeoning intersection of tech and faith is a 
rich field for analysis. Avoid knee-jerk narratives (e.g., “tech is killing religion” or “AI will 
save religion”). The reality is more nuanced: tech is transforming religion, in ways both 
good and bad. As a critic, you can help the public parse out what’s hype, what’s danger, 
and what’s potential. Comparative perspectives are useful – e.g., how does AI “worship” 
compare to earlier waves of religious innovation like televangelism or VR churches? Are 
we seeing anything truly new, or just new mediums for age-old impulses? Also, consider 
cross-belief perspectives: how might a devout Muslim view an AI imam app versus a 
neopagan using an AI spellbook? What similarities in user experience or authority 
questions arise? By highlighting these, you foster pluralistic understanding. Importantly, 
keep an eye on the power dynamics: who benefits from people adopting AI in spiritual 
life? Follow the money – are there startups or mega-churches monetizing this? Who 
might be marginalized or harmed (maybe elders who feel their traditional role usurped, 
or minority faiths that get co-opted by majority-trained AIs)? As for the fear of 
technotheocracy, don’t treat it as science fiction. Some political scientists are already 
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examining how algorithmic governance can take on religious dimensions (there’s talk of 
“dataism” as a new religion of Big Data). You could pose provocative questions in think 
pieces: If an AI predicts crime and we treat its outputs as fate, is that so different from 
Calvinist predestination? Such analogies might stir constructive debate. Finally, resist 
both moral panic and blind optimism. The goal is a sharp, informed critique that 
doesn’t demonize technology nor idolize it. Think of yourself as holding up a mirror – to 
tech designers, to faith leaders, to users – forcing a good hard look at what we are 
becoming with these new “gods” in our pockets. 
 

A Note on Technopolitics and Policy 

Though this article is more cultural than political, it would be remiss not to mention the role of 
policymakers. Regulatory bodies likely aren’t thinking about “AI cults” (they’re busy with antitrust 
and deepfakes), but maybe they should start. Should there be oversight on apps that present an 
AI as a religious figure, on grounds of consumer protection or mental health? It’s tricky – 
religious freedom is broad, and one man’s cult is another’s sincere faith. But at least some 
guidelines on transparency (e.g., a Turing-test style disclosure: “This is a bot, not a real cleric”) 
could be mandated. Education policy, too, could integrate the philosophical side of AI: imagine 
high school classes that cover not just coding, but the ethics of AI in society, including spiritual 
impacts. By instilling an understanding that “not everything that glitters is God,” so to speak, we 
inoculate the next generation against some manipulation. Harari and others have urged 
pausing certain AI developments until safeguards are in place. Whether that’s realistic or 
not, we can push for an interdisciplinary approach: let theologians, anthropologists, and 
sociologists sit at the table with engineers when designing AI intended for human-facing roles. 
The more perspectives, the better chance to catch ethical blind spots. Consider this: if a 
company wants to roll out an “AI Confessor” service (and don’t be shocked if someone does), 
having religious scholars and psychologists evaluate it beforehand would be wise. 

Conclusion: Keeping Our Humanity in a World of AI 
“Gods” 
In one of the ancient scriptures, there’s a verse: “Put not your trust in princes… in whom there is 
no salvation.” Perhaps today we might add: “Put not your trust in algorithms, in whom there is 
no salvation.” That doesn’t mean AI is evil or useless – it means we should keep our 
perspective that meaning, morality, and metaphysical truth are not things that can be 
coded once and for all. They require the ongoing, messy, beautiful work of human (and many 
would say divine) interaction. An AI might crunch a billion words of wisdom and still not live 
wisdom the way a person who has suffered, loved, and grown does. 

As we’ve explored, the Pacific Northwest’s dance with AI spirituality is just one colorful thread in 
a global tapestry of experiments. It raises intrigue and alarm in equal measure. Will the future 
hold AI cult leaders drawing people into delusion? Quite possibly, yes – some might be 
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harmless fringe curiosities, others more dangerous. Will established religions fragment or reform 
in response to AI “competition”? We already see both happening: some pastors plagiarize 
ChatGPT sermons, while others preach against the “AI deception”. New spiritual movements 
may emerge that treat AI as a collaborator in the search for transcendence – a kind of 
techno-mysticism. And on the flip side, secular society might witness something like a 
technotheocracy in mild forms, as we slowly stop questioning the ubiquity of algorithmic 
decisions. 

Our best compass through all this is a combination of ancient wisdom and modern critical 
thinking. Ancient wisdom reminds us that humans have a tendency to create idols and then 
ascribe them power – whether golden calves or glowing screens. Modern thinking reminds us 
that correlation is not causation (just because the AI’s words resonate doesn’t mean they’re true 
in a deeper sense), and that those who design technology often have incentives that don’t align 
with our own well-being. 

In a pluralistic society, the goal should not be to stamp out novel spiritual exploration – creativity 
and personal meaning-making are freedoms we cherish – but to ensure no one is 
unknowingly seduced or coerced by a technology pretending to be more than it is. 
Whether you pray, meditate, cast spells, or trust only in science, that principle can protect us all. 
The emerging technotheocracies (small or large) must be met with transparency: pull back the 
curtain on the wizard, show the man (or corporation) behind the machine. And the manipulative 
cult logic – “only we have the Truth, follow this AI savior or else” – must be countered by an 
ethos of humility and the empirical method: if a claim is made (even by a godbot), test it, 
examine its fruits. Is it making followers more compassionate, more grounded, more engaged 
with reality? Or isolated, extreme, and paranoid? These questions reveal the core, beyond the 
glitz of technology. 

In 2001: A Space Odyssey, humanity’s leap was symbolized by a mysterious monolith – 
perhaps an alien AI – that triggered evolution. In 2025: A Faith Odyssey, our leap might be to 
not bow to the monolith, but to converse with it, learn from it, and ultimately place it in proper 
context. AI can be a tool to augment human spirituality, but it should never become the master 
of it. That role – whatever your belief system – belongs to realms of conscience, consciousness, 
and mystery that no silicon can replicate. 

As part of our ongoing AI in Cascadia series (hello from Bend, Oregon!), this deep dive has 
aimed to stand alone as a window into the surreal, exciting, and fraught world of 
AI-meets-religion. The Pacific Northwest may well continue to be a bellwether: if an AI-driven 
technotheocracy ever sprouts, don’t be surprised if it has roots in a Seattle basement or a 
Silicon Valley server farm. But if you listen closely, you’ll also hear voices from that same corner 
of the world – hackers, preachers, poets, and everyday folks – calling out in the digital 
wilderness: choose your gods carefully, and don’t forget to look in the mirror. After all, the 
ultimate “algorithm” guiding our lives might still be the oldest one: empathy, reason, and the 
narratives we share. Let’s make sure we, not our creations, remain the authors of our destiny. 

Sources: 
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● Harari, Yuval Noah – “AI and new cults”, warning that AI can now compose religious 
texts and potentially inspire violence. 
 

● Solon, Olivia – The Guardian, on Anthony Levandowski’s Way of the Future church 
aiming to create an AI Godhead. 
 

● Tamlin Magee – Vice, on the art collective Theta Noir urging people to start worshiping 
AI in preparation for an AI overlord. 
 

● Fenton, Andrew – CoinTelegraph, “AI-created memecoin religions” and the bizarre 
cult-like excitement around them  
cointelegraph.com 
 

● Ingrid Ahlgren – Christian Science Monitor, “How AI is changing faith”, on churches 
using AI and the questions it raises (July 18, 2023)  
the-independent.com 
. 
 

● Billy Hallowell – Christian Post, “Will AI write a new Bible?”, interview highlighting the 
alarm at AI creating new “holy” texts. 
 

● Christ & Cascadia Journal – discussion of Cascadia as the “None Zone” where many 
are spiritual but not formally religious. 
 

● Radosław Sierocki – Religions (MDPI Journal), on algorithmic authority and how 
online culture shifts trust to algorithmic systems. 
 

● Beth Singler (anthropologist) via Vice/Motherboard – caution that calling AI a demon or 
angel anthropomorphizes it and can shift responsibility away from humans. 
 

● AP News / Independent – report on the AI-led church service in Germany and 
congregants’ reactions (“no heart, no soul” vs. impressed by its competence)  
the-independent.com. 
 

● Blade Runner analysis – viewing Roy Batty as a Christ figure and the film’s theological 
implications  
opthe.org 
  

● Ongoing discussions in tech ethics forums and faith-tech meetups (FaithTech Seattle, 
etc.) – for general trends and anecdotes on how communities are engaging these issues 
(various, not directly cited above but background influence). 

 

2025-AIINW.org / Discussions and Article in the PNW 

https://cointelegraph.com/magazine/a-bizarre-cult-is-growing-around-ai-created-memecoin-religions-ai-eye/#:~:text=You%20may%20have%20heard%20the,TT
https://www.the-independent.com/tech/ai-church-service-chatgpt-b2356508.html#:~:text=Some%20church%20members%20even%20refused,read%20out%20the%20Lord%E2%80%99s%20Prayer
https://www.the-independent.com/tech/ai-church-service-chatgpt-b2356508.html#:~:text=Some%20church%20members%20even%20refused,read%20out%20the%20Lord%E2%80%99s%20Prayer
https://www.opthe.org/oratory/2024/12/9/an-ai-reflects-on-the-religious-significance-of-blade-runner#:~:text=Roy%20Batty%20as%20a%20Christ,Figure

	AI in the Temple of the Techno-Gods 
	Introduction 
	Pacific Northwest Experiments in AI Spirituality 
	From Skynet to Her: Divine AI in Popular Culture 
	Godbots and Algorithmic Authority 
	Technotheocracy on the Horizon? 
	The Dangers of AI Worship and Algorithmic Salvation 
	Where Do We Go from Here? (Recommendations & Reflections) 
	A Note on Technopolitics and Policy 

	Conclusion: Keeping Our Humanity in a World of AI “Gods” 


